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Part 3
Lecture 1b: Neural Networks




Who | am...

Pascal Tyrrell, PhD Associate Professor

Department of Medical Imaging, Faculty of Medicine

Institute of Medical Science, Faculty of Medicine
Department of Statistical Sciences, Faculty of Arts and Science




Neural Networks Epochs:

Iterations, going forward

. and then back propagation
Input Hidden Layer Outiput Layer COUNIS as one.

Layer
Batch size:
\ Separate data into batches

to lighten the load on the
GFU, one epoch is counted
when all batches have
coimpleted.

Loss
Fuiiction

Weights Activation /
Fuiiction

»

N Forward
Propagation

Back <
Propagation

Layers of neurons with linear combinations resulting in the neuron value, the activation function and
weights.
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Neural Networks

Neuron

Inputs  Weights Net input Activation
function function

output

A neuron is made up of the linear combination of the inputs and the weights that iater couples
with the activation function.




Neural Networks

Activation Functions: n

liddle la Vers
‘ Leaky ReLU )
max(0.1z, x)
tanh Maxout
tanh(a:) . max(wi T + by, wa T + b)
——> RelLU r ELU J
T z >0
; {a(em —1) z<0 - y io

max (0, x)
The activation function reflects the behavior of the neurons with some specific inputs.

Sigmoid
e

o(x) =




Neural Networks

Activation Functions: Output Layer

Regression:
1. Linear
2. Tansig

Classification:

1. Softmax
2. Sigmoid
3. Tanh

Any function can be used as activation function.
Guidge:



https://missinglink.ai/guides/neural-network-concepts/7-types-neural-network-activation-functions-right/

Neural Networks

Loss Function

. Target (GroundTruth)
Predictions
0.0112 0
Error:
il 1 Differences between
0.031 0 the prediction and the
' target
0.874 0
0.956 ’
0.14 0
0.005 0
0.988 ’
0.235 ’

Neural Networks are universal approximators. They try to imitate the function of the dataset.
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Neural Networks

Loss Function

- Target (GroundTruth
Predictions get ( )
0.0112 0
Very Basic Loss
0.987 1 Function:
0.031 0

Round the predictions
0.874 0 and sum the #correct
over the total#

0.956 1
Error: 2/9

0.14 0

0.005 0

0.988 1

0.235 1

The loss function is used to calculate tha error.
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Neural Networks

Recommended Loss Functions

Regression:
1. Mean Squared Error: More penalization to outliers
2. Mean Absoclute Error: More robust to outliers

Classification:
1. Cross Entropy: Multiclass classification
2. Binary Cross Entropy: Binary classification
3. Hinge: Penalization for uncertain predictions

Any function can be used as loss functicn.
Guiae:



https://towardsdatascience.com/common-loss-functions-in-machine-learning-46af0ffc4d23

Neural Networks

Optimizer

The loss function is a surface: we are trying to find our minima for best performance
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Neural Networks

Optimizer - Learning rate

40 Descending with step coefficient 0.05 (iteration 50)
30 - . : . . .

30 [teration: 1 fix) = ¥° * sin()
20t .

20

10 10} Start (2.5 3.7) :
- O

" End (5.4,-22.1]
5 -4-3-2-10123 45 e 5 3 4 5 B 7 8

X

Smali learning rate: Slow, may not find the minima
Big learning rate: Fast, may jump over the minima
& UNIVERSITY OF TORONTO Soiution: Adaptive gradient




Neural Networks

Optimizer - Momentum

No momenium With Momentum

Reduce the amount of steps to get to the minima.
Somietimes the momenitum can be so big that it passes through thie minima.
Soilution: Adaptive momentum




Neural Networks

Optimezers

Stochastic Gradient Descent (SGD)
Momentum

Adaptive Gradient (AdaGrad): sometimes Ir=0

Adaptive Delta (AdaDelta)

SGD
Momentum
NAG
Adagrad
Adadelta

Rmsprop
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Adaptive Momentum (Adam): Recommended
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Deep Learning

Medical Imaging
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DL.: What does i1t do?

0 Deep learning algorithms can automatically learn feature representations
from data without the need for prior definition by experts.

Feis
Zf




Deep Learning

Types of Layers in the CNN

Input
2. Convolutional
3. Pooling
4. Batch Normalization
5. Dropout
6. Activation Function (ReLU, Softmax or other)
7. Flattening

8. Fully Connected




Deep Learning

Convolutional Layer

NN

Main component of Convolutional Neurai Networks.
It iearns many filters (a set of learnable weights) to extract characteristics from the images. You can
think of a filter as storing a single tempiate or pattern.
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Deep Learning

Pooling Layer

4 2 1 4

The Convoiutional Layer extracts to much information.
Pooiing Layer reduces redundant or insignificant features. Reduce space and computation time.
There are several ways to do pooling, e.g. max pooling and average pooling

&
* | Medical Imaging

= ging
wUNIVERSITY OF TORONTO




Deep Learning

Batch

Normalization Layer

Hidden Hidden
Hidden
Lz ‘2 =
Input = = -
g § g Output
o 5 D3 >
3 3 X ®
([ 5 = >
®
o o o ®
. = = = /
T T o
cC - c
\ = s =

Normalize every ouiput to the same scale.
Aliows the network to iearn better and more easily.
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Deep Learning

Dropout Layer

p=0.5

hidden fc layer dropout layer

output layer
LY

%
*®
-

LW

input layer

\pAL/

2O

Training time

Disable some neurcns with probability p.
Aliows the network to learn different paths for the same solution. Helps avoid overfitting.
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Deep Learning

Activation Function Layer

Inputs  Weights Net input Activation
function function

:F output

The same activation function but as a iayer.
We use Rel.U for hidden iayers and Softmax or Linear for the output layer.




Deep Learning

Flatten Layer

IS
N
=
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After ail feature extractions, we have to rmake a choice....
The Flatten layer will transform the matrix into an array for the Fuily Connected Layer.
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Deep Learning

Convolutional Neural Network (CNN)

47 - — — — CAR
@ | & ® —| — TRUCK
H H | — VAN
g -l TiA: 3
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’ P ] [] — BicYcLE
FULLY
INPUT CONVOLUTION + RELU  POOLING CONVOLUTION + RELU POOLING FLATTEN SOFTMAX
CONNECTED
- Y ik Y #
FEATURE LEARNING CLASSIFICATION

Best architecture to use when we are dealing with image projects.
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Next up Part 3 Lecture 2: Characterization and Monitoring
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